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Abstract

We consider the problem of constructing a graph of minimum degree k ≥ 1 in the following con-

trolled random graph process, introduced recently by Frieze, Krivelevich and Michaeli. Suppose

the edges of the complete graph on n vertices are permuted uniformly at random. A player,

Builder, sees the edges one by one, and must decide irrevocably upon seeing each edge whether

to purchase it or not.

Suppose Builder purchases an edge if and only if at least one endpoint has degree less than k

in her graph. Frieze, Krivelevich and Michaeli observed that this strategy succeeds in building

a graph of minimum degree at least k by τk, the hitting time for having minimum degree k.

They conjectured that any strategy using εn fewer edges, where ε > 0 is any constant, fails

with high probability.

In this paper we disprove their conjecture. We show that for k ≥ 2 Builder has a strategy which

purchases n/9 fewer edges and succeeds with high probability in building a graph of minimum

degree at least k by τk. For k = 1 we show that any strategy using εn fewer edges fails with

probability bounded away from 0, and exhibit such a strategy that succeeds with probability

bounded away from 0.

1 Introduction

The uniform random graph Gn,m is the random graph drawn uniformly out of all labelled n-vertex

graphs with m edges. The series of papers by Erdős and Rényi during 1959-1966 [6–9] started an

in-depth study of random graphs, where they explored how a typical Gn,m varies as m grows from

0 to
(
n
2

)
. The study of random discrete structures and their applications has grown to one of the

most active and fruitful areas of research in combinatorics, with connections to many other fields

of study, including theoretical computer science, number theory, analysis and statistical physics.

Let N =
(
n
2

)
and e1, . . . , eN be a uniformly random permutation of the edges of the complete graph

on V = [n]. Then we can identify Gn,m with the first m edges in the permutation. The random

graph process is the nested sequence (Gn,m)Nm=0 of random graphs. One of the most striking
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discoveries of Erdős and Rényi was that several increasing properties appear rather suddenly in

the random graph process. Recall that a graph property P is a collection of graphs with vertices

in V , and is increasing if it is closed under the addition of edges with both ends in V . For

example, the property of being Hamiltonian and the property of being connected are increasing

properties. They showed that for several increasing properties P, including being connected, there

is an m0 = m0(n) such that, when m is much larger than m0 (in an appropriate sense), with high

probability1 Gn,m satisfies P, and when m is much smaller than m0, with high probability Gn,m

does not satisfy P. The hitting time for an increasing property P is defined to be the random

variable τP = min{m ∈ [N ] : Gn,m satisfies P}. A central problem in the theory of random

graphs asks to determine asymptotically the hitting time for various graph properties.

The question of determining τHC, the hitting time for Hamiltonicity, was first raised by Erdős

and Rényi in 1960 [7], and subsequently studied by several authors. The breakthrough is due

to Pósa [16] and Korshunov [14], who independently showed in 1976 that, for some constant

C, when m ≥ Cn log n, with high probability Gn,m is Hamiltonian. Their result was improved

by various authors until Komlós and Szemerédi in 1983 [13] and independently Korshunov in

1977 [15] showed that with high probability it is asymptotically the same as τ≥2, the hitting

time for having minimum degree at least 2. Erdős and Rényi in 1961 [8] proved that with high

probability τ≥2 = (1 + o(1))n logn
2 , so this seems to settle the question of ‘when’ the random graph

process becomes Hamiltonian. However, the precise control on the number of edges allows us to

ask more probing questions. Komlós and Szemerédi in 1983 [13] claimed and a year later Bollobás

proved [3] that, in fact, with high probability, τHC = τ≥2. That is, with high probability, the

very edge that increases the minimum degree to 2 is the one that makes the random graph process

Hamiltonian. This type of result is the strongest possible one can hope for regarding the emergence

of an increasing property in the random graph process.

Clearly a graph with n vertices needs only n edges to be Hamiltonian, far fewer than the approxi-

mately n logn
2 at the hitting time. Is there an algorithm that finds a Hamilton cycle in the random

graph process by time τHC by considering only o(n log n) edges? Motivated by this question, Frieze,

Krivelevich and Michaeli [11] introduced the following controlled random graph process. Suppose

there is a player, Builder, who sees the edges in the random permutation e1, . . . , eN one by one,

and must decide irrevocably upon seeing ei whether to purchase it or not. A (t, b)-strategy is an

online algorithm (deterministic or randomised) that Builder follows in the above model where she

sees only the first t edges in the random permutation of E(Kn) and is allowed to purchase at

most b of them. Builder’s objective is for her graph to satisfy a given increasing graph property

P. For example, there is a simple (τcon, n − 1)-strategy such that Builder’s graph is connected

at the hitting time for connectivity: Builder purchases an edge if and only if it decreases the

number of connected components in her graph. Regarding Hamiltonicity, Frieze, Krivelevich and

Michaeli [11, Theorem 3] showed that there exists a (τHC, Cn)-strategy such that with high prob-

ability BτHC is Hamiltonian, where C is a large constant. Anastos [1] observed that C cannot be

improved to 1 + o(1). However, in the same paper he showed that if Builder is allowed to see an

additional ετHC edges after τHC, then she can purchase at most (1 + o(1))n edges and ensure that

with high probability her graph is Hamiltonian.

The current paper and Theorem 1 in [11] consider the problem of Builder constructing a graph

1We say that a sequence of events (An)n∈N holds with high probability if limn→∞ P[An] → 1.
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of minimum degree at least a constant k ≥ 1 at the hitting time τk for the property of having

minimum degree at least k. Let Bi be Builder’s graph just before the edge ei+1 is revealed.

Suppose that Builder follows the obvious greedy strategy, i.e. that she purchases ei if and only

if at least one of its ends has degree at most k − 1 in Bi−1. This strategy clearly succeeds in

building a graph with minimum degree at least k at time τk. By following this strategy, Builder’s

graph is distributed according to the k-th nearest neighbour random graph model. This model was

studied by Frieze and Cooper [5], who proved that with high probability the resulting graph Ok

has (ok + o(1))n edges, for some explicit constant ok ∈ (k/2, 3k/4] (cf. Corollary 2.10). Hence,

this gives a (τk, (ok + o(1))n)-strategy for Builder that (always) succeeds in constructing a graph

of minimum degree at least k.

Conjecture 7 in [11] asserts that for any constant ε > 0, if Builder follows any (τk, (ok − ε)n)-

strategy, with high probability her graph fails to have minimum degree at least k. Since o1 = 3/4

and ok ≥ k
2 + 3

8 for k ≥ 2 (cf. Corollary 2.10), the next two theorems disprove this conjecture, for

the cases k ≥ 2 and k = 1 respectively.

Theorem 1.1. Let k ≥ 2 be an integer and δ > 0 be constant. Builder has a (τk, (k/2+2−k+δ)n)-

strategy that with high probability yields a graph with minimum degree at least k.

Theorem 1.2. Let C > 0 be constant. Builder has a
(
τ1, (1/2 + C−1/2/2)n

)
-strategy that with

probability at least (1− o(1))
√
C

eC
yields a graph with minimum degree at least 1.

However, as the next theorem shows, a weaker version of [11, Conjecture 7] holds for k = 1. Recall

that o1 = 3/4.

Theorem 1.3. Let ε > 0 be constant. Any (τ1, (3/4− ε)n)-strategy of Builder fails, with probability

at least ε3

100 , in building a graph with minimum degree at least 1.

Notation. Throughout n is assumed to be sufficiently large, and this is the only assumption made

in all instances of asymptotic notation. We set V = [n] and N =
(
n
2

)
. We use e1, . . . , eN to denote

a uniformly random permutation of the edges of the complete graph on V , so ei is the edge at the

i-th step of the random graph process. We denote by Gn,i the graph at the i-th step of the random

graph process, i.e. the graph on V with edges {e1, . . . , ei}. The minimum degree of a graph G is

δ(G) and the maximum degree is ∆(G).

2 Preliminaries

The next theorem, which estimates the number of degree d vertices in Gn,Cn, follows from a

straightforward application of the second moment method, see [10, Theorem 3.3]. It is also a

simple consequence of a more general result of Bollobás [2].

Theorem 2.1. Let d be a fixed positive integer and C, δ be positive constants. Let Xd be the

number of vertices of degree d in Gn,Cn, and let µd = Cde−C

d! · n. Then, with high probability,

|Xd − µd| ≤ δµd.

Next we state two concentration inequalities: Chernoff’s bound and McDiarmid’s inequality.
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Theorem 2.2 (Chernoff’s bound, see [12, eq. (2.5, 2.6) and Theorem 2.8]). Let X be the sum of

mutually independent indicator random variables and write µ = E [X]. Then for any 0 < t ≤ µ,

P[|X − µ| ≥ t] ≤ 2e
− t2

3µ .

Theorem 2.3 (McDiarmid’s inequality). Let X1, . . . , Xm be independent random variables with

Xi taking values in a set Si. Let f :
∏

i∈[m] Si → R be a function such that for any x,x′ ∈
∏

i∈[m] Si

differing only at the kth coordinate we have∣∣f(x)− f(x′)
∣∣ ≤ ck,

for some ck ∈ R. Then, for every t > 0,

P
[
|f(X1, . . . , Xm)− E [f(X1, . . . , Xm)]| > t

]
≤ 2 exp

(
− 2t2∑m

k=1 c
2
k

)
.

We will use at several points the following straightforward consequence of Chernoff’s bound and

the union bound.

Proposition 2.4. With high probability, the maximum degree of Gn,m with m = O(n) is at most

10 log n.

For a modern treatment of the next two theorems see chapter 4 of [10]. The first one determines

when, with high probability, the random graph process starts having minimum degree at least k.

Theorem 2.5 (Erdős and Renyi [8]). Let m = n
2 (log n + (k − 1) log log n + f(n)).

P[δ(Gn,m) ≥ k] =

1− o(1) if f(n)→∞

o(1) if f(n)→ −∞.

The next one shows that, with high probability, once a random graph has minimum degree at least

1, it is also connected.

Theorem 2.6 (Bollobás and Thomason [4]). In the random graph process, with high probability

the hitting time for connectivity is the same as for minimum degree 1.

For two real random variables X,Y , we say X stochastically dominates Y if for all t ∈ R P[X ≥ t] ≥
P[Y ≥ t]. The next lemma is standard, see e.g. Section 23.9 of [10] for a proof.

Lemma 2.7. Let Y1, . . . , Yn be arbitrary real random variables, and let X1, . . . , Xn be mutually

independent real random variables.

Suppose that for all i ∈ [n] and a1, . . . , ai−1 ∈ R, Yi conditioned on Y1 = a1, . . . , Yi−1 = ai−1

stochastically dominates Xi. Then
∑n

i=1 Yi stochastically dominates
∑n

i=1Xi.

Suppose instead that for all i ∈ [n] and a1, . . . , ai−1 ∈ R, Yi conditioned on Y1 = a1, . . . , Yi−1 = ai−1

is stochastically dominated by Xi. Then
∑n

i=1Xi stochastically dominates
∑n

i=1 Yi.
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The next lemma gives a simple (O(n), k+o(1)
2 n)-strategy that produces, with high probability, a

graph in which almost all vertices have degree at least k. It is due to Frieze, Krivelevich and

Michaeli [11]. For completeness, we give a detailed proof. We remark that here and throughout

the paper we use the convention that Bi is Builder’s graph just before the edge ei+1 is revealed.

Lemma 2.8 (Lemma 2.15, [11]). Let k ≥ 1 be an integer, ε ∈ (0, 1) a constant and set C = kε−2.

Suppose that for all i ∈ [Cn], if both ends of ei have degree less than k in Bi−1, then Builder

purchases ei. Then, with high probability, BCn has at most εn vertices of degree at most k − 1.

Proof. Let

Ui = {v ∈ V : degBi
(v) ≤ k − 1}

be the set of vertices of degree at most k−1 in Builder’s graph right after she has seen ei and decided

whether to purchase it. Hence, if both ends of ei are in Ui−1 then ei is purchased by Builder. Let

Xi be the indicator random variable for the event that either |Ui−1| ≤ εn, or both ends of ei are in

Ui−1. Let a1, . . . , ai−1 ∈ {0, 1} and write X<i = a<i for the condition X1 = a1, . . . , Xi−1 = ai−1.

Then

P
[
Xi = 1

∣∣∣X<i = a<i

]
= P

[
Xi = 1

∣∣∣X<i = a<i, |Ui−1| > εn
]
· P
[
|Ui−1| > εn

∣∣∣X<i = a<i

]
+ P

[
Xi = 1

∣∣X<i = a<i, |Ui| ≤ εn
]
·
(

1−P
[
|Ui−1| > εn

∣∣∣X<i = a<i

])
≥
(
εn
2

)(
n
2

) P
[
|Ui−1| > εn

∣∣X<i = a<i

]
+ 1 ·

(
1−P

[
|Ui−1| > εn

∣∣X<i = a<i

])
≥ 2ε2/3.

In particular, if Y1, . . . , YCn are independent indicator random variables with mean 2ε2/3, then

Xi conditioned on X<i = a<i stochastically dominates Yi. Therefore, by Lemma 2.7,
∑Cn

i=1Xi

stochastically dominates
∑Cn

i=1 Yi. Chernoff’s bound implies that, with probability at least 1 −
e−Ω(kn),

∑Cn
i=1 Yi is at least 1/2 · ε2 · Cn = kn/2, and so the same holds for

∑Cn
i=1Xi. Therefore,

either for some i ∈ [Cn], |Ui| ≤ εn, or Builder bought at least kn/2 edges with both ends of degree

at most k − 1 in Builder’s graph right before purchasing them. In the former case the conclusion

of the lemma follows since |Ui| is clearly decreasing in i, and in the latter case an easy calculation

shows that |UCn| = 0.

Recall that Ok is the random graph model which consists of the first k edges incident to each

vertex in the random graph process. Moreover, recall that Frieze and Cooper [5] showed that there

exists a constant ok such that with high probability e(Ok) = (ok + o(1))n. Corollary 3.2 in [11]

provides estimates for ok, following [5]. The following proposition essentially follows from the proof

of Corollary 3.2 in [11]. The latter is not stated in this way because the authors are interested in

the regime where k is large.

Proposition 2.9 (Corollary 3.2, [11]).

ok =
k

2
+

1

4

k−1∑
i=0

(
2i

i

)
2−2i
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Sketch. Following the proof of Corollary 3.2 in [11], set

f(k) =

k∑
i,j=0

(
i + j

i

)
2−i−j .

Then [11, Corollary 3.2] proves that ok = k − f(k−1)
4 . Since, as noted in [11, Corollary 3.2],

f(k) = f(k − 1) + 2−
(
2k
k

)
2−2k and f(0) = 1, we have

f(k) = 1 + 2k −
k∑

i=1

(
2i

i

)
2−2i.

Substituting in ok = k − f(k−1)
4 yields the required expression (summing now the binomial coeffi-

cients from i = 0).

The previous proposition directly implies the following.

Corollary 2.10. o1 = 3/4 and ok ≥ k/2 + 3/8 for k ≥ 2.

The next lemma will be useful when Builder follows a certain strategy for the first Cn steps of the

random graph, and then we wish to estimate the degree of vertices in the graph spanned by the

edges exposed between steps Cn + 1 and τk.

Lemma 2.11. Let k ≥ 1 be an integer, and m ∈ [c1n log n, c2n log n], where c1, c2 > 0 are

constants. Let H be a graph on V with maximum degree at most 10 log n. Suppose we draw

uniformly at random and with repetition edges from the complete graph on V until there are m

distinct edges. Then, with high probability, for every v ∈ V such that at least one of the edges

drawn is incident to v in H, there are at least k distinct edges incident to v which are not in H.

Proof. Let Lv ⊆ E(H) be the set of edges incident to v ∈ V , so |Lv| ≤ 10 log n. Let t be the

(random) number of edges we draw with repetition until we see m distinct edges.

We claim that with high probability t ∈ [m,m + (log n)3]. Indeed, let Xi, i ∈ [m], be the random

variable counting the number of edges drawn until the i-th distinct edge, and set X0 = 0. Then

Xi −Xi−1 is a geometric random variable with mean 1
1−(i−1)/(n2)

, and

E [Xm] =

m∑
i=1

E [Xi −Xi−1] =

m∑
i=1

1

1− (i− 1)/
(
n
2

)
=

m∑
i=1

(
1 +

i− 1(
n
2

) + O

(
i2

n4

))

= m + Θ

(
m2

n2

)
+ O

(
m3

n4

)
= m + Θ((log n)2).

Let Y be the number of repeated edges until we see m distinct edges. Then the above calculation

implies E [Y ] = O((log n)2), whence from Markov’s inequality with high probability Y ≤ (log n)3.

Therefore t ∈ [m,m + (log n)3], with high probability.
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To complete the proof of the lemma we now show that, when drawing t edges with repetition, for

some t ∈ [m,m + (log n)3], with high probability, for every v with at least one edge drawn from

Lv, there are at least k (distinct) incident edges not in Lv. Let ê1, . . . , êt be the drawn edges and

let Av,j be the event that êj ∈ Lv. Let Bv,j be the event that the number of distinct edges in

{ê1, . . . , êt} \ êj incident to v and disjoint from Lv is at most k − 1. The lemma follows from the

next claim.

Claim 2.12. For every t ∈ [m,m + (log n)3], the probability that there exist v ∈ V, j ∈ [t] such

that Av,j ∩Bv,j holds is at most 1/n.

Proof. Fix v ∈ V , j ∈ [t]. Because ê1, . . . , êt are drawn with repetition, the events Av,j , Bv,j are

independent. We have P[Av,j ] ≤ 10 logn

(n2)
.

For n sufficiently large,

P[Bv,j ] ≤
k−1∑
ℓ=0

(
t

ℓ

) (
n− 1(

n
2

) )ℓ (
1− n− 1− 10 log n− (k − 1)(

n
2

) )t−ℓ

≤
k−1∑
ℓ=0

(c2n log n + (log n)3)ℓ 2ℓn−ℓ

(
1− (2− o(1))

n

)(c1−o(1))n logn

≤
k−1∑
ℓ=0

(2c2n log n)ℓ 2ℓ n−ℓ exp (−c1 log n)

≤
k−1∑
ℓ=0

(4c2)
ℓ(log n)ℓ n−c1

≤ (log n)k n−c1

≤ n−c1/2.

Hence, the probability there exist v ∈ V, j ∈ [t] such that Av,j ∩Bv,j holds is, by the union bound

over the choice of v, j, at most n · t · 10 logn
(n2)

· n−c1/2 ≤ 1/n.

This completes the proof of the lemma.

3 Proof of Theorem 1.1

Given k ≥ 2 and δ > 0, fix 0 < ε < 1 and C > 0 such that: ε < δ
2k and C = kε−2.

Before delving into the details, we outline Builder’s strategy, which we give formally in Algorithm 1.

For the first Cn edges Builder’s strategy is as follows. For i ∈ [Cn], Builder purchases ei = xiyi if

and only if either degBi−1
(xi), degBi−1

(yi) < k or at least one of xi, yi has degree 0 in Gn,i−1. We

call edges of the former kind efficient and edges of the latter kind (which are not of the former

kind) inefficient. Builder’s strategy for i ≥ Cn + 1 is to purchase ei if and only if at least one end

of ei has degree less than k in Bi−1.

For i ∈ [Cn] let

Zi = {v ∈ V : degGn,i
(v) = 0}
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Algorithm 1 Builder’s strategy for a graph with minimum degree at least k by τk

1: Input: Let e1, . . . , eN be a uniformly random permutation of E(Kn).
2: B0 ← ∅
3: for i = 1, . . . , Cn do
4: if both ends of ei have degree less than k in Bi−1 or least one of has degree 0 then
5: Bi ← Bi−1 ∪ ei
6: else
7: Bi ← Bi−1

8: end if
9: end for

10: for i = Cn + 1, . . . , τk do
11: if at least one end of ei has degree less than k in Bi−1 then
12: Bi ← Bi−1 ∪ ei
13: else
14: Bi ← Bi−1

15: end if
16: end for
17: return Bτk

and

Yi = {v ∈ V : 1 ≤ degBi
(v) ≤ k − 1}.

The next claim shows that, with high probability, after the first Cn edges are exposed almost all

vertices in Builder’s graph have degree k, yet her graph has relatively few edges.

Claim 3.1. Reveal the first Cn edges in the random graph process and suppose Builder follows

Algorithm 1. Then with high probability

1. e(BCn) ≤ (k/2 + 2−k + δ/2)n and

2. |YCn ∪ ZCn| ≤ εn.

The next claim implies that, with high probability, by time τk Builder’s graph has minimum degree

at least k.

Claim 3.2. With high probability, for every v ∈ YCn, there are at least k − 1 edges incident to v

among eCn+1, . . . , eτk .

Before proving the claims, we show how to use them to derive Theorem 1.1.

Proof of Theorem 1.1. First we argue that following Algorithm 1, with high probability, degBτk
(v) ≥

k for all v ∈ V . Lines 4 and 11 of Algorithm 1 imply that degBi
(v) = 0 if and only if degGn,i

(v) = 0.

Hence, for every v /∈ YCn ∪ ZCn, degBCn
(v) ≥ k. By definition of τk and ZCn, every vertex in

ZCn will see at least k incident edges among {eCn+1, . . . , eτk}, since none of the first Cn edges are

incident to ZCn. By Claim 3.2, with high probability, every vertex in YCn will see at least k − 1

incident edges among {eCn+1, . . . , eτk}. Therefore, in the second for-loop of Algorithm 1 Builder

will purchase at least k incident edges for each v ∈ ZCn, and at least k− degBCn
(v) incident edges

to each v ∈ YCn. Hence, with high probability, degBτk
(v) ≥ k for all v ∈ V .
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It remains to show that, with high probability, e(Bτk) ≤ (k/2+2−k +δ)n. By Claim 3.1, with high

probability |YCn ∪ ZCn| ≤ εn. Hence, the number of edges Builder purchases during the second

for-loop of Algorithm 1 is at most kεn. Therefore, with high probability, the total number of edges

bought is at most

e(BCn) + kεn ≤ (k/2 + 2−k + δ/2 + kε)n ≤ (k/2 + 2−k + δ)n,

where we used the upper bound on e(BCn) from Claim 3.1.

We now prove the two claims.

Proof of Claim 3.1. Lemma 2.8 implies the second point of the lemma. Clearly, the number of

efficient edges bought is at most kn/2. It remains to show that, with high probability, the number

of inefficient edges is at most (2−k + δ/2)n.

For r, s ∈ [n], r ≥ s, let Φ(r, s) be the collection of edges in the whole random graph process (i.e.

all
(
n
2

)
edges) which increase the degree of one of their ends to r and the other end to s, and set

ϕ(r, s) = |Φ(r, s)|. The inefficient edges are a subset of Gn,Cn, and by Proposition 2.4, with high

probability ∆(Gn,Cn) ≤ 10 log n. Therefore, with high probability, the number of inefficient edges

is at most
∑10 logn

r=k+1 ϕ(r, 1).

We want to show, using McDiarmid’s inequality, that ϕ(r, s) is, with high probability, concentrated

around its mean, for s ≤ r ≤ 10 log n. However, because E [ϕ(r, s)] is linear (as we shall soon see)

and is determined by quadratically many variables, applying McDiarmid’s inequality directly to

ϕ(r, s) would not give concentration with high probability. To avoid this issue, let m = n(log n)10/2,

let Φm(r, s) = Φ(r, s) ∩Gn,m be the subset of the first m edges in the random graph process that

are in Φ(r, s) and write ϕm(r, s) = |Φm(r, s)|.

Define

µr,s =
1

2δ(r,s)

(
r + s− 1

s− 1

)
2−r−s+1,

where δ(r, s) is 1 if r = s and 0 otherwise (Kronecker delta). We will show that, with high

probability, ϕ(r, s) = (1 + o(1))µr,sn for all 1 ≤ s ≤ r ≤ 10 log n.

To do so, we first note that ϕ(r, s) = ϕm(r, s), with sufficiently high probability. To obtain

concentration, we will reveal the first m steps of the random graph process in two stages. First we

sample the graph at step m of the random graph process, Gn,m, and show that with sufficiently

high probability Gn,m is almost-regular i.e. degGn,m
(v) = (1 +O((log n)−2))(log n)10 for all v ∈ V .

We will then calculate the expectation of ϕm(r, s) conditioned on Gn,m being any given graph G,

and show that this expectation is (1 + o(1))µr,sn for every almost-regular G. Next, conditioned

on Gn,m being a fixed graph G, we sample the first m steps of the random graph process by

selecting a uniformly random permutation of E(G). Using McDiarmid’s inequality, we will show

that ϕm(r, s) conditioned on Gn,m = G is, with high probability, concentrated around its mean.

Then the required result, i.e. the concentration of ϕ(r, s) around its mean for all relevant r, s, will

follow easily.

Fix r, s such that 1 ≤ s ≤ r ≤ 10 log n. First, note that ϕ(r, s) = ϕm(r, s) whenever δ(Gn,m) ≥
10 log n, so ϕ(r, s) = ϕm(r, s) with probability 1− exp

(
−Ω((log n)2

)
.
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Now let G be any graph on V with m edges. We claim that E
[
ϕm(r, s) |Gn,m = G

]
equals

1

2δ(r,s)

∑
u,v∈V (G): uv∈E(G)

1

degG(u) + degG(v)− 1

(
degG(u)− 1

r − 1

)(
degG(v)− 1

s− 1

)
(

degG(u) + degG(v)− 2

r + s− 2

) . (1)

This was (essentially) already noted in [5] for r, s ∈ [k] (k constant), when we do not condition on

Gn,m being any fixed graph. To see why this is true, note that for r ̸= s, the event e = uv ∈ Φm(r, s)

is the union of the (disjoint) events that e gives degree r to u and degree s to v, and vice-versa.

For r = s of course we have only one such event. Thus it suffices to show that the probability, over

a random permutation of E(G), that uv gives degree r to u and s to v is

1

degG(u) + degG(v)− 1

(
degG(u)− 1

r − 1

)(
degG(v)− 1

s− 1

)
(

degG(u) + degG(v)− 2

r + s− 2

)
and then (1) follows by linearity of expectation. The event in question is determined by the first

r + s − 1 edges incident to {u, v} and occurs if both uv is the edge at position r + s − 1 in the

permutation of the degG(u) + degG(v) − 1 edges incident to either u or v; and among the first

r + s− 2 edges incident to either u or v, exactly r− 1 are incident to u and s− 1 are incident to v.

It readily follows that this event occurs with the claimed probability. Indeed, the denominator is

the number of ways of choosing r + s− 1 edges among the degG(u) + degG(v)− 1 edges touching

u or v, with a single distinguished edge (the one in position r + s − 1), and the numerator is the

number of ways of choosing this many edges so that the distinguished edge is uv and the remaining

r + s− 2 edges consist of r − 1 edges touching u and s− 1 edges touching v.

Now suppose that G is almost-regular, i.e. that degG(v) = (1 + O((log n)−2)(log n)10 for every

v ∈ V . Using this assumption, (1) and that
(
a
b

)
=
(

1 + O( b
2

a )
)

ab

b! , we get that for all such G,

E
[
ϕm(r, s) |Gn,m = G

]
= (1 + o(1))

1

2δ(r,s)

(
r + s− 1

s− 1

)
2−r−s+1 n. (2)

We now show that ϕm(r, s) conditioned on Gn,m = G is concentrated around its mean. For

this we use McDiarmid’s inequality, which is applicable in the random graph process, because we

can generate a uniformly random permutation of E(G) in the following way2. Fix a continuous

probability distribution D and for each e ∈ E(G) let Xe ∼ D be an independent sample from D.

Ordering the edges from smallest sampled value to largest yields a uniformly random permutation

of E(G). To apply the inequality for ϕm(r, s), suppose we unilaterally change the value Xuv sampled

for the edge uv ∈ Gn,m, and leave the values sampled for all other edges {Xe : e ∈ E(G) \ uv}
unchanged. We claim that then ϕm(r, s) changes by at most 4. To see this, observe that the

graph spanned by Φm(r, s) has ∆(Φm(r, s)) ≤ 2: each vertex can only be incident to edges whose

position in the random permutation increase its degree to r or s. Changing Xuv can affect only

edges incident to u or v, hence changing ϕm(r, s) by at most 4. Thus, McDiarmid’s inequality

2Simply permuting uniformly at random E(G) does not allow us to use McDiarmid’s inequality because the
position of edges are not independent from one another.
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(Theorem 2.3) implies that

P
[ ∣∣ϕm(r, s)− E

[
ϕm(r, s) |Gn,m = G

]∣∣ ≥ n2/3
]
≤ 2 exp

(
−2n4/3

16m

)
= exp

(
−Ω

(
(log n)2

))
.

In particular, using (2), with probability 1−exp
(
−Ω

(
(log n)2

))
, we have that ϕm(r, s) conditioned

on Gn,m = G is (1 + o(1))µr,sn.

Therefore, since Gn,m is almost-regular with probability 1 − exp
(
−Ω

(
(log n)2

))
(by Chernoff’s

bound, Theorem 2.2), because we have ϕm(r, s) = ϕ(r, s) with probability 1− exp
(
−Ω

(
(log n)2

))
,

and by a union bound over s, r with 1 ≤ s ≤ r ≤ 10 log n, we have that ϕ(r, s) = (1 + o(1))µr,sn,

with high probability.

In particular, with high probability, ϕ(r, 1) = (1 + o(1))2−r, for every r with k + 1 ≤ r ≤ 10 log n.

Hence, with high probability, the number of inefficient edges bought is at most

(1 + o(1))

(
10 logn∑
r=k+1

2−rn

)
≤ (2−k + δ/2)n,

as required.

Proof of Claim 3.2. By Proposition 2.4, with high probability ∆(Gn,Cn) ≤ 10 log n. Condition on

this event.

Draw with repetition edges (êi)i≥1 until t = n
2 (log n+ (k−2) log log n+ log log log n) distinct edges

are drawn. Let Ĝ be the graph of these t distinct edges and let Ĝi = {ê1, . . . , êi}.

We couple (Ĝi)i≥1 with (Gn,j)j≥Cn+1 in the following natural way. Suppose Gn,j is the current

stage of the random graph process and êi is the edge we have just drawn. If êi /∈ Gn,j , we set

ej+1 := êi and so update Gn,j+1 := Gn,j ∪ {êi}. Otherwise, ej+1 remains unrevealed, we do not

update Gn,j , and keep drawing edges with repetition until we draw a new one. Clearly every edge

not in Gn,j has the same probability of being added, so the coupling indeed induces the random

graph process.

By Lemma 2.11 and Theorem 2.5, with high probability, every v ∈ YCn has k− 1 distinct incident

edges in Ĝ \ Gn,Cn: indeed, by Theorem 2.5 with high probability every vertex v has at least

k − 1 incident edges in Ĝ, and for each v either all incident edges are disjoint from Gn,Cn, or

otherwise by Lemma 2.11 at least k − 1 are. The latter is applicable since t = Θ(n log n) and

∆(Gn,Cn) ≤ 10 log n.

Finally, by Theorem 2.5, with high probability, τk > t+Cn. Hence, indeed we have E(Ĝ\Gn,Cn) ⊆
{eCn+1, . . . , eτk}, with high probability.

4 Proof of Theorems 1.2 and 1.3

Set ε = C−1/2. We assume ε < 3/4, since otherwise both theorems easily hold. Theorem 1.3

trivially holds because then Builder’s graph is empty. Theorem 1.2 holds because then Builder can

purchase (o1 + 1/8)n edges by emulating O1 (using o1 = 3/4).
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We will keep track of the following sets of vertices.

Xi = {v ∈ V : degBi
(v) ≥ 1}

Yi = {v ∈ V : degBi
(v) = 0 and degGn,i

(v) ≥ 1}

Zi = {v ∈ V : degGn,i
(v) = 0}.

For both theorems we will use the following lemma, which we prove at the end of this section.

Notice the first part of the lemma makes no assumption whatsoever on Builder’s strategy.

Lemma 4.1. Let m ∈ [Cn] and suppose Builder has gone through the first m steps of the random

graph process. For every strategy Builder may follow for edges ej , j ≥ m + 1, Bτ1 has an isolated

vertex with probability at least (1−o(1))|Ym|
|Ym|+|Zm| .

Suppose that for j ≥ m + 1 Builder follows the strategy of purchasing ej if and only if at least one

end of ej is isolated in Bj−1. Then with probability (1−o(1))|Zm|
|Ym|+|Zm| , Bτ1 has no isolated vertices.

We now prove Theorem 1.2 according to which Builder has a (τ1, (1/2 +C−1/2/2))-strategy which

succeeds in building a graph with minimum degree at least 1, with probability at least (1−o(1))
√
C

eC
.

Proof of Theorem 1.2. Builder has the following strategy, given formally in Algorithm 2 (any vari-

ables inside the algorithm agree with the notation defined outside), for constructing a graph

with minimum degree at least 1 by time τ1. For the first Cn edges, Builder purchases an

edge if and only if both endpoints are isolated. For the remaining edges, she purchases an

edge if and only if at least one end is isolated. Lemma 2.8 implies that, with high probabil-

ity, |YCn ∪ ZCn| ≤ n√
C

, and Theorem 2.1 yields that with high probability |ZCn| ≥ (1−o(1))e−Cn.

Condition on these two events. Then from Lemma 4.1, Bτ1 has no isolated vertices with probability

at least (1− o(1)) |ZCn|
|YCn|+|ZCn| ≥ (1− o(1))

√
C

eC
. It remains to show that e(Bτ1) ≤ (1/2 +C−1/2/2)n.

Inspecting Algorithm 2 (or simply the definitions), it is not hard to see that Yi ∪Zi ⊆ Yi−1 ∪Zi−1:

only lines 15 and 28 add elements to Yi, and in both cases vertices move to Yi from Zi−1. Also, it

is clear that Zi ⊆ Zi−1, see lines 11, 16, 24 and 29 of Algorithm 2. Therefore, during the second

for-loop, i.e. for edges ej , j ≥ Cn + 1, Builder will purchase only edges incident to YCn ∪ ZCn.

Moreover, for j ≥ Cn + 1, |Yj ∪ Zj | strictly decreases by at least 1 for each purchased edge. For

j ≤ Cn+ 1, clearly |Yj ∪ Zj | decreases by exactly 2 (lines 7, 10 and 11 of Algorithm 2). Therefore

e(Bτ1) ≤ e(BCn) + |YCn ∪ ZCn|

= (n− |YCn ∪ ZCn|)/2 + |YCn ∪ ZCn| ≤ (1 + C−1/2)n/2,

as required.

Now we prove Theorem 1.3 which asserts that any (3/4− ε, τ1)-strategy fails in building a graph

with minimum degree at least 1, with probability at least ε3

100 .

Proof of Theorem 1.3. This is an immediate consequence of Lemma 4.1 and the next claim.

Claim 4.2. If |Yi| ≤ δn for all i ∈ [Cn], then by time Cn Builder has purchased at least (o1 −
6δC − δ − 2e−C − o(1))n edges.
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Algorithm 2 Builder’s (τ1, (3/4− ε)n)-strategy for a graph with minimum degree 1

1: Input: Let e1, . . . , eN be a uniformly random permutation of E(Kn).
2: B0 ← ∅ ▷ Bi is Builder’s graph at step i
3: X0 ← ∅ ▷ non-isolated vertices in Bi at step i
4: Y0 ← ∅ ▷ isolated vertices in Bi, non-isolated in random graph process at step i
5: Z0 ← V ▷ isolated vertices in graph process at step i (so also in Bi)
6: for i = 1, . . . , Cn do
7: if ei ⊆ Yi−1 ∪ Zi−1 then ▷ if both ends of ei are isolated in Bi−1

8: Bi ← Bi−1 ∪ ei
9: Xi ← Xi−1 ∪ ei

10: Yi ← Yi−1 \ ei
11: Zi ← Zi−1 \ ei
12: else
13: Bi ← Bi−1

14: Xi ← Xi−1

15: Yi ← (Yi−1 ∪ ei) \Xi ▷ add only previously isolated ends of ei
16: Zi ← Zi−1 \ ei
17: end if
18: end for
19: for i = Cn + 1, . . . , τ1 do
20: if ei ∩ (Yi−1 ∪ Zi−1) ̸= ∅ then ▷ if at least one end of ei is isolated in Bi−1

21: Bi ← Bi−1 ∪ ei ▷ same updates as in first for-loop
22: Xi ← Xi−1 ∪ ei
23: Yi ← Yi−1 \ ei
24: Zi ← Zi−1 \ ei
25: else ▷ same updates as in first for-loop
26: Bi ← Bi−1

27: Xi ← Xi−1

28: Yi ← (Yi−1 ∪ ei) \Xi ▷ add only previously isolated ends of ei
29: Zi ← Zi−1 \ ei
30: end if
31: end for
32: return Bτ1

Set δ = ε
50C and suppose Builder follows a strategy such that e(Bτ1) ≤ (o1 − ε)n. Then e(Bτ1) <

(o1 − 7δC − δ − 2e−C)n (recalling ε = C−1/2), so the contrapositive of Claim 4.2 implies that for

some i ∈ [Cn], |Yi| ≥ δn. Hence, by Lemma 4.1, Bτ1 has an isolated vertex with probability at

least (1− o(1)) |Yi|
|Yi|+|Zi| ≥

δ
2 = ε

100C = ε3

100 .

Proof of Claim 4.2. For i ∈ [Cn], let Ii be the indicator random variable for the event that ei is

incident to Yi−1 and |Yi−1| ≤ δn. Conditioned on any choice of values for I1, . . . , Ii−1, the expected

value of Ii is at most δn·(n−1)

(n2)
= 2δ. Hence, Lemma 2.7 implies that

∑Cn
i=1 Ii is stochastically

dominated by a sum of Cn independent indicator random variables with mean 2δ each, for which

we can apply Chernoff’s bound. The latter gives that, with high probability,
∑Cn

i=1 Ii ≤ 3δCn.

Condition on this being the case.

Because the claim assumes that |Yi| ≤ δn for all i ∈ [Cn], Ii is 1 if and only if ei is incident to

Yi−1. Hence,
∑Cn

i=1 Ii is precisely the number of edges ei incident to Yi−1.

Let X ′
Cn = XCn ∩

(⋃Cn−1
i=1 Yi

)
be the set of vertices for which Builder did not purchase the first
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incident edge in the random graph process, but did purchase a later edge (by step Cn). Since a

vertex may move from Yi−1 to Xi only if there is an edge incident to Yi−1, |X ′
Cn| ≤ 2

∑Cn
i=1 Ii ≤

6δCn. Therefore, all but at most 6δCn vertices in XCn are such that Builder bought the first

incident edge to them. Let E1 ⊆ E(BCn) be the collection of edges that Builder bought and were

the first incident edge to one of their endpoints.

We will compare Builder’s graph with the O1 graph at this stage of the random graph process.

Recall that O1 consists of the first edge incident to each vertex in the random graph process, and

that O1 with high probability has at least (o1 − o(1))n edges; condition on this being the case.

Let OCn
1 be the subgraph of O1 with edges E(O1) ∩ {e1, . . . , eCn}, so in particular E(OCn

1 ) ⊇ E1.

Notice that any other edge in E(OCn
1 ) is the first edge in the random graph process incident to

some vertex in X ′
Cn ∪ YCn, so

∣∣E(OCn
1 ) \ E1

∣∣ ≤ |X ′
Cn ∪ YCn|. Therefore,∣∣E(OCn

1 )
∣∣ ≤ |E1|+

∣∣X ′
Cn

∣∣+ |YCn| ≤ |E1|+ 6δCn + δn. (3)

Similarly,
∣∣E(O1) \ E(OCn

1 )
∣∣ ≤ |ZCn|: every edge in E(O1)\E(OCn

1 ) is the first edge in the random

graph process incident to a vertex in ZCn. Hence, with high probability, |E(O1)| −
∣∣E(OCn

1 )
∣∣ ≤

|ZCn| ≤ 2e−Cn, using Theorem 2.1 for the last inequality. Combining this with (3) we deduce that

|E(O1)| ≤ |E1|+ 6δCn + δn + 2e−Cn ≤ e(BCn) + 6δCn + δn + 2e−Cn.

Rearranging gives e(BCn) ≥ (o1 − 6δC − δ − 2e−C − o(1))n, as required.

This completes the proof of Theorem 1.3.

All that remains is to prove Lemma 4.1.

Proof of Lemma 4.1. As in Claim 3.2, draw with repetition edges (êi)i≥1 from E(Kn) and let

(Ĝi)i≥1 be the corresponding graph process, i.e. Ĝi is the (simple) graph spanned by ê1, . . . , êi.

We couple (Ĝi)i≥1 with (Gn,j)j≥m+1 in the obvious way; see the proof of Claim 3.2 for the details.

Let

τ̂1 = min{i ≥ 1 : for every v ∈ Ym ∪ Zm, degĜi
(v) ≥ 1}.

Claim 4.3. With high probability, a unique endpoint of êτ̂1 is isolated in Ĝτ̂1−1.

We prove Claim 4.3 in the end. Condition on its conclusion holding. Let v ∈ Ym ∪ Zm be the

endpoint of êτ̂1 in Ym ∪ Zm that is isolated in Ĝτ̂1−1 and notice that, by symmetry, v is uniformly

distributed in Ym ∪ Zm.

Suppose v ∈ Ym. Then every vertex is non-isolated in the random graph process before êτ̂1 is

drawn: vertices in Xm ∪ Ym are non-isolated in Gn,m, and every vertex in Zm has an incident

edge among {ê1, . . . , êτ̂1−1}, so indeed Gn,τ1 ⊆ Gn,m ∪ Ĝτ̂1−1. Moreover, v is isolated in Bτ1 : none

of the edges ej , j ∈ [m + 1, τ1], is incident to v, so v is isolated in Bτ1 , no matter what strategy

Builder follows for these steps, since she purchased no edge from e1, . . . , em that is incident to v.

This proves the first part of the lemma, as the probability that êτ̂1 has a unique isolated vertex in

Ĝτ̂1−1, which is in Ym, is at least (1− o(1)) |Ym|
|Ym|+|Zm| .
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To prove the second part of the lemma, suppose v ∈ Zm. Then êτ̂1 is the first incident edge to

v in the random graph process, and since all other vertices in Zm have an incident edge among

ê1, . . . , êτ̂1−1, we deduce eτ1 = êτ̂1 . Notice that Builder’s strategy of purchasing the first incident

edge to each vertex ensures that degBτ1
(u) ≥ 1 for all u ∈ Zm, since each edge incident to

u ∈ Zm is disjoint from Gn,m, and thus she can purchase it. Hence the lemma follows if, with

high probability, for every u ∈ Ym, there is at least one incident edge in Ĝτ̂1 \Gn,m. This follows

from the assumption that v ∈ Zτ̂1 which implies that every vertex in Ym has an incident edge in

Ĝτ̂ , from Lemma 2.11, which is applicable since, with high probability, ∆(Gn,m) ≤ 10 log n by

Proposition 2.4 and e(Ĝτ̂1) = Θ(n log n), the latter being a direct consequence of Theorem 2.5.

Indeed, if e(Ĝτ̂1) ≥ n log n, by Theorem 2.5, with high probability Ĝτ̂1 has no isolated vertices. If

e(Ĝτ̂1) ≤ n logn
3 , then Ĝτ̂1 ∪Gn,m ⊆ Gn,m′ where m′ = n logn

3 + Cn, and Theorem 2.5 yields that,

with high probability, Ĝτ̂1 ∪Gn,m has isolated vertices, which must be in Zm.

Proof of Claim 4.3. Let t = n(logn−log logn)
2 . The expected number of isolated vertices in Ĝt among

Ym ∪ Zm is at most

|Ym ∪ Zm| ·

(
1− n− 1(

n
2

) )n
2
(logn−log logn)

≤ n exp

(
− 2

n

n

2
(log n− log logn)

)
= log n.

Therefore, by Markov’s inequality, with high probability the number of isolated vertices in Ĝt is

at most (log n)2. We condition on this event. We condition also on the event that τ̂1 = O(n log n),

which holds with high probability: indeed, the argument in the paragraph immediately preceding

the current claim yields that, with high probability, e(Ĝτ̂1) = Θ(n log n), and the calculations at the

beginning of Lemma 2.11 show that with high probability only o(n log n) edges among Θ(n log n)

drawn with replacement are repeated.

The claim will follow if among the remaining τ̂1− t edges (drawn with replacement) none has both

ends among Ym ∪ Zm which are isolated in Ĝt. As the following calculation shows, the expected

number of such edges is o(1):

(τ̂1 − t)

(
(logn)2

2

)(
n
2

) ≤ O(n log n) ·O
(

(log n)4

n2

)
= o(1).

Hence, from Markov’s inequality, with high probability no such edges are drawn.

This completes the proof of Lemma 4.1.

5 Concluding remarks

In this paper we studied the problem of constructing a graph with minimum degree k ≥ 1 in

the controlled random graph process introduced in [11]. Theorem 1.1 disproves [11, Conjecture 7]

in a strong form for k ≥ 2. Determining the optimal budget that yields a graph with minimum
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degree at least k by time τk, with at least a given probability, remains an interesting open problem.

Similarly, Theorems 1.2 and 1.3 disprove [11, Conjecture 7] for k = 1. It would be interesting to

determine the exact dependence between the budget and the optimal success probability.
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